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ABSTRACT 
 

 In sample surveys on sensitive variables, the randomized response technique is 

commonly employed by researchers to ensure the respondents’ privacy protection and 

hence minimizing the non-response rate. The privacy protection level and efficiency are 

the two important indicators of the quality of any randomized response technique. The 

existing unified measure of model efficiency and privacy level for comparison of 

randomized response models assigns equal weightage to respondents’ privacy protection 

and model’s efficiency. In practice, some situations may prefer privacy over efficiency 

whereas in other situations, efficiency may be more important than privacy. This paper 

introduces a unified weighted metric of privacy protection level and efficiency for 

comparison of quantitative randomized response techniques. The practical usefulness of 

the proposed measure is that it enables the researchers to assign different weights to privacy 

and efficiency as per requirement of the situation. Two existing randomized response 

models are compared using the proposed measure and the results are discussed. 
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1. INTRODUCTION 
 

 Researchers in almost every survey encounter refusal and/or false responses at data 

collection phase. This problem occurs in almost every survey especially in situations in 

which the variable of interest is of sensitive type. The sensitive characteristics include, but 

not limited to, income, salary, drugs usage, abortion, expenditure, and cheating in an 

examination. In an attempt to eliminate the problem of non-response or refusals to 

questions related to sensitive issues, Warner (1965) laid the foundation of a method 

commonly known as randomized response. Originally, the Warner’s (1965) method was 

designed to be used in sample surveys where the variable under study is of binary type. A 

quantitative version of the Warner’s (1965) technique was studied by Warner (1971). The 

Warner’s (1971) technique used the addition of a random noise to the true response, thus 

protecting the privacy of the respondents. Gupta et al. (2002) suggested the use of an 

optional quantitative technique where the individuals have the freedom to either report their 

true response or report a random response. Gjestvang and Singh (2009) presented an 
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efficient quantitative randomized response strategy for sensitive variables which was 

further improved by the model of Narjis and Shabbir (2021). Unlike the Warner’s (1971) 

technique which used only additive scrambling, Diana and Perri (2011) developed a 

randomization technique which utilized additive and multiplicative noise. The technique 

suggested by Al-Sobhi et al. (2016) uses additive and subtractive scrambling variables.  
 

 Yan et al. (2008) suggested a metric for quantification of the level of respondents’ 

privacy in randomized response models. Gupta et al. (2018) developed a unified metric of 

the privacy level and efficiency for randomized response models. The study of Khalil et al. 

(2021) is based on the analysis of the impact of measurement error on estimators of 

parameters. Gupta et al. (2022) presented a new efficient variant of the scrambled 

randomized response models where the respondents can opt for either an additive 

scrambling only or use both additive and multiplicative randomization simultaneously. The 

Gupta et al. (2022) model was found superior to the model of Diana and Perri (2011). 

Different aspects of quantitative randomization techniques have been studied by survey 

statisticians in past few decades. For details related to studies on randomized response 

techniques, one may refer to Kalucha et al. (2016), Young et al. (2019), Murtaza et al. 

(2021), Zhang et al. (2021), and Azeem (2023), etc. 
 

 Recently, Azeem and Salam (2023) developed an improved randomized response 

strategy which achieved improvement in efficiency over the previous randomized response 

techniques. Another recent study of Azeem et al. (2023) presented a quantitative 

randomized response model which improved the Narjis and Shabbir (2021) model. 
 

 This paper presents a unified weighted measure for quantifying the privacy protection 

level and efficiency for comparison of randomized response techniques. The proposed 

measure gives the researchers the choice to assign weights to privacy protection and 

efficiency while comparing randomized response models. The choice of assigning weights 

to privacy and efficiency makes the proposed measure practically more suitable than the 

Yan et al. (2008) and the Gupta et al. (2018) measures. 

 

2. EXISTING MEASURES OF EFFICIENCY  

AND PRIVACY COMPARISON 
 

 In this section, the available measures of privacy and efficiency for comparison of 

quantitative randomized response models are presented. 

 

2.1 The Relative Efficiency Measure 

 The most commonly used method of the performance comparison is the relative 

efficiency. This method has been used by almost all researchers for comparison of 

randomized response models since 1965. Let Model P be the randomized response model 

under consideration, and let Model O be any other randomized response model with which 

the efficiency comparison is desired. Let PMSE  and OMSE  be the mean squared error of 

the mean estimator under Model P and Model O, respectively. Then the relative efficiency 

can be expressed as: 
 

  O

P

MSE
E

MSE
 .                   (1) 
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 Since the mean square error is always a positive quantity, so 0E  . Clearly, 1E   

indicates that Model P is more efficient than Model O. The larger the value of E, the more 

efficient the Model P is, compared to Model O. If the mean estimator is unbiased, one can 

replace PMSE  and OMSE  by PVar  and OVar , respectively, in equation (1). In comparing 

the performance of randomized response models, one may clearly notice that the above 

formula for relative efficiency completely ignores the level of privacy provided by the two 

models. 

 

2.2 The Yan et al. (2008) Measure of Privacy 

 Yan et al. (2008) proposed the following metric for quantifying the privacy level of a 

given quantitative model under consideration. 
 

   
2

E Z Y   .                 (2) 
 

 It is clear that for any randomized response model, 0 . Larger values of   indicate 

a higher level of protection of privacy offered by a model under consideration. The Yan et 

al. (2008) metric gives full weightage to privacy protection but ignores the other important 

aspect of model quality – its efficiency. 

 

2.3 The Gupta et al. (2018) Unified Measure 

 Until 2018, only separate measures for quantification of privacy level and efficiency 

were available. In an attempt to develop a single quantitative metric of the privacy level 

and efficiency, Gupta et al. (2018) proposed a combined measure, given as follows: 
 

  
MSE

 


.                  (3) 

 

 Examining equation (3), one may clearly observe that the value of   ranges from  

0 to  . Moreover, a smaller value of   shows either a smaller mean square error, or a 

higher privacy level, or both. This measure quantifies the overall performance of a 

randomized response model, expressed as a single   value. Moreover, this measure 

doesn’t assign relative weights to privacy or efficiency, which limits its application. 

 

3. THE PROPOSED WEIGHTED MEASURE 
 

 Let P  and O  be the Yan et al. (2008) measure of privacy protection for Model P 

and Model O, respectively. Let 
 

  P

O

P





.                   (4) 

 

 Since P  is in the numerator, so a higher value of P indicates higher privacy protection 

for Model P than Model O. If the two models under consideration offer equal privacy 

protection, then P = 1. Using equation (1) and (4), the following weighted measure of 

privacy protection and efficiency is proposed. 
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  1 2

1 2

w E w P

w w


 


,                 (5) 

 

where 1w  and 2w  denote the weights of efficiency and privacy, respectively. 

 

4. PROPERTIES OF THE PROPOSED MEASURE 
 

The proposed measure   has the following properties. 
 

i. If Model P and Model O are equally efficient and offer equal privacy protection, 

then 1E  , and 1P  , and hence 
 

  1 2

1 2

1
w w

w w


  


. 

 

 Thus 1   indicates equal quality of both models. 
 

ii. The value of the proposed measure,  , varies from 0 to  , with 1   indicates 

that Model P is better than Model O. Likewise, if 0 1  , this will indicate that 

Model P is worse than Model O in terms of overall quality. 
 

iii. For 1 21, 0w w  , the suggested measure   reduces to the simple measure of 

relative efficiency. 
 

iv. For 1 20, 1w w  , the suggested measure   reduces to the measure of privacy 

protection defined in equation (4). 
 

v. In order to have a symmetric measure, it can be more convenient to use log  in 

place of   so that equal quality translates to log 0  . The measure log  ranges 

from   to   and is symmetric around 0. A positive value of log  indicates 

that Model P is better than Model O, whereas a negative value indicates the opposite 

situation. Any departure of log  from zero in any direction indicates the 

improvement in the quality of the model in that direction. The mathematical 

expression of log  is given as: 
 

   1 2

1 2

log log
w E w P

w w

 
  

 
.             (6) 

 

5. COMPARISON OF MODELS USING  

THE PROPOSED MEASURE 
 

 In this section, the comparative performance of the Gupta et al. (2022) and the Diana 

and Perri (2011) models is analyzed using the proposed measure. Suppose our population 

under consideration consists of N units and let a simple random sample consisting of n 

units is selected from the population with replacement. Let Y be the sensitive variable of 

interest and let S be an additive-type scrambling variable. We also assume that  i YE Y  
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,   0E S  ,   2
i YV Y   ,   2

SV S   . Further, let T be another scrambling variable which 

is of multiplicative-type, such that   1E T  , and   2
TV T   , where 2 2, ,Y T   and 2

S  

denote population variance of variables Y, T, and S, respectively, and Y  denotes the mean 

of the entire population for variable Y. To ensure protection of the respondents’ privacy, 

we further assume that all variables under consideration work independently of each other. 
 

 The observed responses using the Diana and Perri (2011) scrambling model are  

given by: 
 

  Z TY S  .                  (7) 
 

 An unbiased mean estimator based on the Diana and Perri (2011) technique can be 

expressed as: 
 

  
1

1
ˆ

n

DP i
i

Z
n 

   .                 (8) 

 

 The sampling variance of ˆ
DP  can be obtained as: 

 

     2 2 2 2 21
ˆ

DP T Y Y Y SVar
n
       
 

.          (9) 

 

 The Yan et al. (2008) metric of privacy using the Diana and Perri (2011) model is  

given by: 
 

     2 2 2 2 2
DP T Y Y SE TY S Y         .         (10) 

 

 The observed responses provided by the Gupta et al. (2022) optional scrambling  

model are: 
 

  

with probability 1

with probability

with probability (1 ).

Y W

Z Y S WA

TY S W A




 
  

       (11) 

 

 An unbiased mean estimator using the Gupta et al. (2022) technique can be  

expressed as: 
 

  
1

1
ˆ

n

G i
i

Z
n 

   .                  (12) 

 

 The variance of ˆ
G  can be written as: 

 

       2 2 2 2 21
ˆ 1G T Y Y Y SVar W A W

n
         
 

.       (13) 

 

 The Yan et al. (2008) metric of privacy using the Gupta et al. (2022) model can be 

derived as: 
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    2 2 2 21G T Y Y SA        
 

.             (14) 

 

 The efficiency of the Gupta et al. (2022) model with respect to the Diana and Perri 

(2011) model can be expressed as: 
 

  
 

   

2 2 2 2 2

2 2 2 2 21

T Y Y Y S

T Y Y Y S

E
W A W

    


      
.          (15) 

 

The ratio of the privacy measures is given as: 
 

  
   

 

2 2 2 2

2 2 2 2

1 T Y Y S

T Y Y S

A
P

     
 


   

.            (16) 

 

 Using equation (15) and (16) in (5), the mathematical expression for   is given as: 
 

  
 

     

2 2 2 2 2
1

2 2 2 2 2
1 2 1

T Y Y Y S

T Y Y Y S

w

w w W A W

     
 

 
        
 

 

          
    

   

2 2 2 2
2

2 2 2 2
1 2

1 T Y Y S

T Y Y S

w A

w w

     
  


     
 

.   (17) 

 

6. RESULTS AND DISCUSSION 
 

 The values of log  for various choices of parameters and constants have been 

presented in Table 1. It is clear that the values of log  do not change as W changes. The 

table also shows that for 1 20.2, 0.8w w  , the values of log  are negative in most cases, 

meaning that the Diana and Perri (2011) model is better than the Gupta et al. (2022) model. 

It is also clear that if 1 20.5, 0.5w w  , the Gupta et al. (2022) model is slightly better than 

the Diana and Perri (2011) model. However, for 1 20.8, 0.2w w  , the Gupta et al. (2022) 

model outperforms the Diana and Perri (2011) model. Table 1 also shows that as the 

relative weight of model efficiency, 1w , increases, the value of log  also increases. Thus, 

the findings suggest that if the privacy protection of the respondents is a priority over 

efficiency, then the Diana and Perri (2011) model is preferable. However, if efficiency of 

the model is more important than privacy, then the Gupta et al. (2022) model is desirable. 
 

 It is concluded that the proposed measure gives a detailed comparison of the two 

randomized response models for various choices of weights. The findings of the current 

study guides the researchers about which model is better in a particular situation. Hence it 

is recommended for researchers to use the proposed measure when comparing randomized 

response models by using the relative weights of privacy and efficiency.  
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Table 1 

Values of log  using the Gupta et al. (2022) Model with respect to the  

Diana and Perri (2011) Model for 5Y  , 2 2Y   

W A 1w  2w  

2 3S   2 8S   

2 1T   2 4T   2 8T   2 1T   2 4T   2 8T   

0.8 

0.8 

0.2 0.8 -0.028 0.033 0.048 -0.082 -0.005 0.024 

0.5 0.5 0.285 0.374 0.394 0.175 0.320 0.362 

0.8 0.2 0.464 0.563 0.584 0.336 0.503 0.550 

0.5 

0.2 0.8 -0.095 -0.097 -0.097 -0.088 -0.096 -0.097 

0.5 0.5 0.073 0.090 0.093 0.050 0.080 0.088 

0.8 0.2 0.194 0.220 0.225 0.154 0.205 0.217 

0.2 

0.2 0.8 -0.046 -0.049 -0.050 -0.040 -0.047 -0.049 

0.5 0.5 0.008 0.010 0.10 0.006 0.009 0.010 

0.8 0.2 0.057 0.062 0.063 0.047 0.059 0.062 

0.5 

0.8 

0.2 0.8 -0.028 0.033 0.048 -0.082 -0.005 0.024 

0.5 0.5 0.285 0.374 0.394 0.175 0.320 0.362 

0.8 0.2 0.464 0.563 0.584 0.336 0.503 0.550 

0.5 

0.2 0.8 -0.095 -0.097 -0.097 -0.088 -0.096 -0.097 

0.5 0.5 0.073 0.090 0.093 0.050 0.080 0.088 

0.8 0.2 0.194 0.220 0.225 0.154 0.205 0.217 

0.2 

0.2 0.8 -0.046 -0.049 -0.050 -0.040 -0.047 -0.049 

0.5 0.5 0.008 0.010 0.10 0.006 0.009 0.010 

0.8 0.2 0.057 0.062 0.063 0.047 0.059 0.062 

0.2 

0.8 

0.2 0.8 -0.028 0.033 0.048 -0.082 -0.005 0.024 

0.5 0.5 0.285 0.374 0.394 0.175 0.320 0.362 

0.8 0.2 0.464 0.563 0.584 0.336 0.503 0.550 

0.5 

0.2 0.8 -0.095 -0.097 -0.097 -0.088 -0.096 -0.097 

0.5 0.5 0.073 0.090 0.093 0.050 0.080 0.088 

0.8 0.2 0.194 0.220 0.225 0.154 0.205 0.217 

0.2 

0.2 0.8 -0.046 -0.049 -0.050 -0.040 -0.047 -0.049 

0.5 0.5 0.008 0.010 0.10 0.006 0.009 0.010 

0.8 0.2 0.057 0.062 0.063 0.047 0.059 0.062 
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