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ABSTRACT 
 

 A usual unbiased estimator for a population total, mean or a proportion based on 

randomized response data from a probability sample has a variance as a ‘sum’ of a term 

containing the values of a variable of interest and another term involving the variances of 

unbiased estimators of the variate values obtained by randomized responses. The first 

term may be controlled by an appropriately chosen sampling design and a suitably 

specified sample-size. But it is not easy to get the second term suitably and naturally 

controlled. Thus it remains a problem to suitably fix a sample-size to control the 

magnitude of this ‘sum’. An exercise is presented to implement this task. 
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1. INTRODUCTION 
 

 Suppose on a finite survey population 𝑈 = (1, … , 𝑖, . . , 𝑁) is defined a real variable 𝑦 

taking on it the values 𝑦𝑖  for 𝑖 in 𝑈. Let us need to unbiasedly estimate the population 

total 𝑌 = ∑ 𝑦𝑖
𝑁
𝑖=1  employing an unbiased estimator 𝑡 for it based on a probability sample 

𝑠 with 𝑛 (2 ≤ 𝑛 < 𝑁) as its size suitably drawn from 𝑈. Suppose we need the estimator 𝑡 

to be so accurate that  
 

𝑃𝑟𝑜𝑏[|𝑡 − 𝑌| ≤ 𝑓𝑌] ≥ 1 − 𝛼 (1.1) 
 

 Suitably choosing 𝑓 and 𝛼 as positive proper fractions, say, for example 𝑓 =
0.1 or 0.2 etc. and 𝛼 as close to 0 as 0.1, 0.01, 0.05, say. 
 

 Chebyshev’s inequality tells us  
 

𝑃𝑟𝑜𝑏[|𝑡 − 𝑌| ≤ 𝜆√𝑉(𝑡] ≥ 1 −
1

𝜆2
                  (1.2) 

 

for a positive number 𝜆. 
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 Relating (1.1) and (1.2) on taking 𝑓𝑌 = 𝜆√𝑉(𝑡) and 𝛼 =
1

𝜆2 and noting 𝐶𝑉(𝑡) =

100
√𝑉(𝑡)

𝑌 
 (taking 𝑌 > 0) which is the coefficient of variation of 𝑡, we may write  

 

100𝑓 =
𝐶𝑉(𝑡)

√𝛼
 (1.3) 

 

 This (1.3) may help us in recommending an appropriate size 𝑛 of a sample to choose 

in a specific sample selection situation, we may illustrate below. 

 

2.1 Sample-Size to Choose in Direct Surveys with SRSWR and SRSWOR 

 For SRSWR with 𝑁�̅� to estimate 𝑌 or �̅� to estimate �̅� =
𝑌

𝑁
, 𝑉(�̅�) =

𝜎2

𝑛
=

𝑁−1

𝑁𝑛
𝑆2 

writing 𝜎2 =
1

𝑁
∑ (𝑦𝑖

𝑁
𝑖=1 − �̅�)2 =

𝑁−1

𝑁
𝑆2 implying 𝑆2 =

1

𝑁−1
∑ (𝑦𝑖 − �̅�)2𝑁

𝑖=1 . 
 

 The coefficient of variation of �̅� is 𝐶𝑉(�̅�) = 100√
𝑁−1

𝑁𝑛
 

𝑆

�̅�
. 

 

 Writing 𝐶𝑉 = 100
𝑆

�̅�
, the coefficient of variation of all the 𝑁 values of 𝑦𝑖’s in the 

population. A rule to choose the sample-size is 
 

𝑛 =
(𝑁 − 1)(𝐶𝑉)2

𝑁𝛼𝑓2
   (using (1.3)) (2.1) 

 

 For SRSWOR in 𝑛 draws, if we estimate �̅� by the sample mean �̅�, then 𝑉(�̅�) =
𝑁−𝑛

𝑁𝑛
𝑆2 and so, using (1.3) an appropriate ‘sample-size fixing rule’ gives 

 

𝑛 =
𝑁

1 + 𝑁𝛼𝑓2 (
100
𝐶𝑉

)
2 

(2.2) 

 

as both (2.1) and (2.2) may be checked from Chaudhuri and Dutta (2018) and also 

Chaudhuri (2020). 
 

 Choosing 𝑁, 𝑓, 𝛼 and values of 𝐶𝑉 and following (2.1) the values of 𝑛 for an SRSWR 

may be worked out ‘rounding it up’ to the nearest positive integer. Similarly, for 

SRSWOR, specifying 𝑁, 𝑓, 𝛼 and 𝐶𝑉 the appropriate sample size 𝑛 may be chosen using 

(2.2) above rounding it up to the least positive integer. 
 

 Thus one may construct the Table 1 below. 

 

Table 1 

Sample Sizes for SRSWR and SRSWOR 

𝑵 𝒇 𝜶 𝑪𝑽 𝒏 by eq(2.1) 𝒏 by eq(2.2) 

80 0.1 0.05 0.1 20 16 

60 0.1 0.05 0.08 13 11 

100 0.1 0.05 0.1 20 17 

50 0.1 0.05 0.05 5 5 
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 For both SRSWR and SRSWOR the ratios 
𝑛

𝑁
 look reasonable. These results relate to 

Direct Response (DR) surveys. Now let us turn to RR surveys. 

 

2.2 Sample-Size Determination in case of SRSWR and SRSWOR sampling when  

(i) Warner’s RR method with qualitative stigmatizing characteristics is 

employed and (ii) when an RR method with quantitative stigmatizing features is 

employed as given by Chaudhuri (2011) 
 

(i) Warner’s (1965) RR survey method prescribes an interviewer to approach a sampled 

person 𝑖 (𝑖𝑛 𝑈) with a box of identical cards with a proportion 𝑝 (0 < 𝑝 < 1, 𝑝 ≠
1

2
) 

marked 𝐴 and the rest 𝐴𝑐, requesting him/her to randomly choose one and to respond  

𝐼𝑖 = 1 if 𝑖’s feature ‘matches’ the card type 

= 0 if it ‘does not match’. 
 

 Then, writing 𝐸𝑅 , 𝑉𝑅 as expectation, variance operators for the RR device, one gets 
 

𝐸𝑅(𝐼𝑖) = 𝑝𝑦𝑖 + (1 − 𝑝)(1 − 𝑦𝑖) 
 

 with  𝑦𝑖 = 1 if 𝑖 bears 𝐴 

                = 0 if 𝑖 bears 𝐴𝑐. 
 

Then, 𝑟𝑖 =
𝐼𝑖−(1−𝑝)

(2𝑝−1)
 has 𝐸𝑅(𝑟𝑖) = 𝑦𝑖  and 𝑉𝑅(𝑟𝑖) =

𝑝(1−𝑝)

(2𝑝−1)2 ∀ 𝑖 in 𝑈. 
 

If, from 𝑈 an SRSWR is taken in 𝑛 draws, then �̅�, the sample mean of the 𝑟𝑖’s has  
 

𝐸𝑅(�̅�) = �̅�, the sample mean of the 𝑦𝑖’s and 𝑉𝑅(�̅�) =
𝑝(1−𝑝)

𝑛(2𝑝−1)2. 
 

Writing 𝐸𝑃 , 𝑉𝑃  as design based expectation, variance and the overall expectation, 

variance operators as 𝐸 = 𝐸𝑃𝐸𝑅 = 𝐸𝑅𝐸𝑃 and 𝑉 = 𝐸𝑃𝑉𝑅 + 𝑉𝑃𝐸𝑅 = 𝐸𝑅𝑉𝑃 + 𝑉𝑅𝐸𝑃, we 

get 
 

 𝐸(�̅�) = �̅� = 𝜃, say, and  
 

𝑉(�̅�) =
1

𝑛𝑁
∑(𝑦𝑖

𝑁

𝑖=1

− �̅�)2 +
𝑝(1 − 𝑝)

𝑛(2𝑝 − 1)2
=

1

𝑛
[

𝑝(1 − 𝑝)

(2𝑝 − 1)2
+

𝜃(1 − 𝜃)

𝑁
] (2.2.1) 

 

Similarly, if RR data by Warner’s technique (RRT) are gathered by SRSWOR in 𝑛 

draws, then �̅� has 
 

𝐸(�̅�) = �̅� = 𝜃, say and  
 

𝑉(�̅�) =
𝑁 − 𝑛

𝑛𝑁(𝑁 − 1)
∑(𝑦𝑖 − �̅�)2

𝑁

𝑖=1

+
𝑝(1 − 𝑝)

𝑛(2𝑝 − 1)2

=
1

𝑛
[

𝑝(1 − 𝑝)

(2𝑝 − 1)2
+

𝑁

𝑁 − 1
𝜃(1 − 𝜃)] −

𝜃(1 − 𝜃)

𝑁 − 1
 

 

 

 

(2.2.2) 

 

on noting 𝑦𝑖
2 = 𝑦𝑖 because 𝑦𝑖 = 1 𝑜𝑟 0 and ∑ 𝑦𝑖

2 − 𝑁�̅�2𝑁
𝑖=1 = 𝑁𝜃(1 − 𝜃). 

 

The equation (1.3) gives in these two cases 100𝑓 =
1

√𝛼

√𝑉(�̅�)

�̅�
=

1

√𝛼

√𝑉(�̅�)

𝜃
. 
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Then, (2.2.1) gives  
 

100𝑓 =
1

√𝛼

1

𝜃
[
1

𝑛
{

𝑝(1 − 𝑝)

(2𝑝 − 1)2
+

𝜃(1 − 𝜃)

𝑁
}]

1
2⁄

  

  for SRSWR and  
 

100𝑓 =
1

√𝛼

1

𝜃
[
1

𝑛
{

𝑝(1 − 𝑝)

(2𝑝 − 1)2
+

𝑁

𝑁 − 1
𝜃(1 − 𝜃)}]

1
2⁄

 

for SRSWOR 

(2.2.3) 

 

 So, for SRSWR the rule is 
 

𝑛 =
[

𝑝(1 − 𝑝)
(2𝑝 − 1)2 +

𝜃(1 − 𝜃)
𝑁

]

(100𝑓)2𝜃2𝛼
 

(2.2.4) 

 

 and for SRSWOR the rule is 
 

𝑛 =
[

𝑝(1 − 𝑝)
(2𝑝 − 1)2 +

𝑁
𝑁 − 1

𝜃(1 − 𝜃)]

(100𝑓)2𝜃2𝛼 +
𝜃(1 − 𝜃)

𝑁 − 1

             (2.2.5) 

 

Though 𝜃 = �̅� is the estimand parameter and can never be known, to get an insight 

into the possibilities of making a rational choice of 𝑛, one may construct a table 

choosing  𝑁, 𝑓, 𝛼, 𝜃 and 𝑝 as the Table 2 below.  

 

Table 2 

Choosing 𝒏 in SRSWR and SRSWOR in an RR Survey by Warner's RRT 

𝑵 𝒇 𝜶 𝜽 𝒑 𝒏 by (2.2.4) 𝒏 by (2.2.5) 

80 0.1 0.05 0.2 0.55 124 123 

60 0.1 0.05 0.2 0.55 124 123 

100 0.1 0.05 0.2 0.55 124 123 

50 0.1 0.05 0.2 0.55 124 122 
 

The results for 𝑛 are awful. 
 

(ii) Turning to the case of quantitative stigmatizing feature like duration of a stay behind 

the bar for a criminal punishment let us consider Chaudhuri’s (2011) RR device as 

follows.  
 

Let an investigator approach a sampled respondent 𝑖 in 𝑈 with two boxes with the  

1st containing similar cards bearing numbers 𝑎1, 𝑎2, … 𝑎𝑗 , . . , 𝑎𝑇 with mean  

𝜇𝑎 =
1

𝑇
∑ 𝑎𝑗

𝑇
𝑗=1 ≠ 0 and variance 𝜎𝑎

2 =
1

𝑇−1
∑ (𝑎𝑖 − 𝜇𝑎)2𝑇

𝑗=1  and the other with  

cards bearing numbers 𝑏1, … . , 𝑏𝑘 , … , 𝑏𝑀 with mean 𝜇𝑏 =
1

𝑀
∑ 𝑏𝑘

𝑀
𝑘=1  and variance  

𝜎𝑏
2 =

1

𝑀−1
∑ (𝑏𝑘 − 𝜇𝑏)2𝑀

𝑘=1 . 
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The person 𝑖 on request is to randomly draw a card from box 1, say found as 𝑎𝑗 and 

independently draw randomly from the other box a card, found, say, as labelled 𝑏𝑘. 

Then, if he/she bears the value 𝑦𝑖 , say, of the variable of interest as say 𝑦, then the RR 

from 𝑖 is to be recorded as 𝑧𝑖 = 𝑎𝑗𝑦𝑖 + 𝑏𝑘. 
 

Then, 𝐸𝑅(𝑧𝑖) = 𝜇𝑎𝑦𝑖 + 𝜇𝑏 and 𝑉𝑅(𝑧𝑖) = 𝜎𝑎
2𝑦𝑖

2 + 𝜎𝑏
2. 

 

Then, 𝑟𝑖 =
𝑧𝑖−𝜇𝑏

𝜇𝑎
 has 𝐸𝑅(𝑟𝑖) = 𝑦𝑖 and 𝑉𝑅(𝑟𝑖) = 𝑦𝑖

2 𝜎𝑎
2

𝜇𝑎
2 +

𝜎𝑏
2

𝜇𝑎
2 = 𝑉𝑖, say. 

 

Then, for an SRSWR in 𝑛 draws for the sample mean �̅�, we have  
 

𝐸(�̅�) = �̅� and  𝑉(�̅�) =
1

𝑛
[
∑ 𝑉𝑖

𝑁
𝑖=1

𝑁
+

(𝑁 − 1)𝑆2

𝑁
] 

 

So,  

𝐶𝑉(�̅�) =
100

√𝑛

[
∑ 𝑉𝑖

𝑁
𝑖=1

𝑁
+

(𝑁 − 1)𝑆2

𝑁
]

1
2⁄

�̅�
 

 

So, (1.3) gives 100𝑓 =
𝐶𝑉(�̅�)

√𝛼
. 

 

So,  

(100𝑓)2 =
1002

𝛼

[
∑ 𝑉𝑖

𝑁
𝑖=1

𝑁
+

(𝑁 − 1)𝑆2

𝑁
]

𝑛�̅�2
 

 

So, the rule for 𝑛 is  
 

𝑛 =
[(

100
�̅�

)
2 ∑ 𝑉𝑖

𝑁
𝑖=1

𝑁
+

𝑁 − 1
𝑁

(𝐶𝑉)2] 

(100𝑓)2𝛼
 

(2.2.6) 

 

If, again the RR survey data is gathered by SRSWOR in 𝑛 draws, then 
 

𝑉(�̅�) =
𝑁 − 𝑛

𝑁𝑛
𝑆2 +

1

𝑛

∑ 𝑉𝑖
𝑁
𝑖=1

𝑁
. 

 

So,  

[𝐶𝑉(�̅�)]2 = (
100

�̅�
)

2

[
𝑁 − 𝑛

𝑁𝑛
𝑆2 +

1

𝑛

∑ 𝑉𝑖
𝑁
𝑖=1

𝑁
] 

 

So, (1.3) gives the rule for 𝑛 as 
 

(100𝑓)2𝛼 = [𝐶𝑉(�̅�)]2 

= (
100

�̅�
)

2

[
𝑁 − 𝑛

𝑁𝑛
𝑆2 +

1

𝑛

∑ 𝑉𝑖
𝑁
𝑖=1

𝑁
] 

=
1

𝑛
[(

100

�̅�
)

2 ∑ 𝑉𝑖
𝑁
𝑖=1

𝑁
+ (

𝑁 − 𝑛

𝑁
)(𝐶𝑉)2] 

=
1

𝑛
[(

100

�̅�
)

2 ∑ 𝑉𝑖
𝑁
𝑖=1

𝑁
+ (𝐶𝑉)2] −

(𝐶𝑉)2

𝑁
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or  

𝑛 =
[(

100
�̅�

)
2 ∑ 𝑉𝑖

𝑁
𝑖=1

𝑁
+ (𝐶𝑉)2]

(100𝑓)2𝛼 +
(𝐶𝑉)2

𝑁

                (2.2.7) 

 

So, to choose 𝑛 for SRSWR and for SRSWOR the table to use is 

 

Table 3 

Choosing 𝒏 in SRSWR and SRSWOR in RR Survey  

by Chaudhuri (2011) Device using (2.2.6) and (2.2.7) 

𝑵 𝒇 𝜶 �̅� 𝑪𝑽 𝒏 by (2.2.6) 𝒏 by (2.2.6) 

80 0.1 0.05 36 10 861 689 

60 0.1 0.05 36 10 844 634 

100 0.1 0.05 36 10 829 691 

50 0.1 0.05 36 10 851 608 

 
 Looking at Tables 1, 2 and 3 we may observe that we have constructed Table 1 very 

easily employing only some arbitrary but reasonable values of 𝐶𝑉 to get quite appropriate 

choice of 𝑛 which naturally turns out slightly larger for SRSWR than for SRSWOR. In 

Tables 2 and 3 also 𝑛 for SRSWR exceeds that for SRSWOR. But their construction is 

different because we need values of 𝜃 = �̅� and in addition we need 𝐶𝑉 for the 

quantitative case. 
 

 The sample-sizes for RR come out as absurd for the present approach based on 

Chebyshev’s procedure though they are reasonable for DR. To circumvent this anomaly 

we may offer the following remedy. 
 

 For the RR’s each variance of the estimator for the estimand parameter like the 

proportion, total or mean there are two terms: 𝐼 for variance of RR’s and 𝐼𝐼 for variance 

of DR based values. In magnitude, 𝐼 far exceeds 𝐼𝐼, vide Chaudhuri and Sen (2020). But 𝐼 

has a little relation to the sample selection procedure. So, in practice we should choose 

the sample-size directly to control the magnitude of 𝐼𝐼 by the procedure based on 

Chebyshev’s ideas and then examine how reasonable the magnitude of 𝐼 turns out vis-a-

vis the choice of sampling design and the sample-size. 
 

 In the present paper let us see how some other RR devices fare keeping the design 

fixed only as SRSWR and SRSWOR. In a separate paper we shall pursue with other 

sampling methods with several RR devices. 

 

i) Simmons’s URL procedure of RRT 

The interviewer approaches a sampled person with two boxes, one containing cards 

marked 𝐴 and 𝐵 in proportions 𝑝1: (1 − 𝑝1)(0 < 𝑝1 < 1) and the other the same in 

proportions 𝑝2: (1 − 𝑝2), (0 < 𝑝2 < 1 with 𝑝1 ≠ 𝑝2). Then, the person 𝑖 drawing 

independently one card at random from each box is to respond as 
 

𝐼𝑖 = 1 if the card type ‘matches’ his/her feature 𝐴 or 𝐵 from the 1st box 

       = 0 if it ‘does not match’ 
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 and 

𝐽𝑖 = 1 if ‘match’ for the 2nd box 

    = 0 if ‘no match’. 
 

Then, 𝑟𝑖 =
(1−𝑝2)𝐼𝑖−(1−𝑝1)𝐽𝑖

𝑝1−𝑝2
 has 𝐸𝑅(𝑟𝑖) = 𝑦𝑖  and  

𝑉𝑅(𝑟𝑖) =
(1−𝑝1)(1−𝑝2)(𝑝1+𝑝2−2𝑝1𝑝2)

(𝑝1−𝑝2)2 (𝑦𝑖 − 𝑥𝑖)
2 = 𝑉𝑖, say.  

 

Here, 
 

  
𝑥𝑖 = 1 if 𝑖 bears 𝐵                                            

    = 0 if 𝑖 bears 𝐵𝑐  (complement of 𝐵).
 

 

𝐵 is an innocuous feature unrelated to 𝐴, the sensitive feature. 
 

If an SRSWR in 𝑛 draws is taken and RR’s are observed, then �̅� =
1

𝑛
∑ 𝑟𝑖

𝑛
𝑖=1  has 

𝐸𝑅(�̅�) = �̅� =
1

𝑛
∑ 𝑦𝑖

𝑛
𝑖=1 , 𝐸(�̅�) = �̅� = 𝜃 and 𝑉(�̅�) =

1

𝑛
[

𝜃(1−𝜃)

𝑁
+

∑ 𝑉𝑖
𝑁
𝑖=1

𝑁
] with 𝑉𝑖 as 

above. 
 

So, applying (1.3) one may derive 𝑛 as in (2.2.6). 
 

 

If an SRSWOR in 𝑛 draws is taken and RR survey data are gathered, �̅� =
1

𝑛
∑ 𝑟𝑖

𝑛
𝑖=1  

may be used to unbiasedly estimate �̅� = 𝜃 and derived 𝑉(�̅�) =
𝑁−𝑛

𝑁𝑛
𝑆2 +

∑ 𝑉𝑖
𝑁
𝑖=1

𝑛𝑁
 with 

𝑉𝑖 as above. 
 

Then, by (1.3) a rule for 𝑛 is as in (2.2.7).  
 

So, 
 

𝑛 =
(

100
𝜃

)
2 ∑ 𝑉𝑖

𝑁
𝑖=1

𝑁
+

𝑁 − 1
𝑁

(𝐶𝑉)2 

(100𝑓)2𝛼
          for SRSWR and 

 

𝑛 =
(

100
𝜃

)
2 ∑ 𝑉𝑖

𝑁
𝑖=1

𝑁
+ (𝐶𝑉)2

(100𝑓)2𝛼 +
(𝐶𝑉)2

𝑁

         for SRSWOR . 

 

Since 𝑉𝑖  is difficult to anticipate in both the above formulae for 𝑛, 𝑉𝑖 should be 

replaced by its unbiased estimator 𝑣𝑖 = 𝑟𝑖(𝑟𝑖 − 1) and ∑ 𝑉𝑖
𝑁
𝑖=1  by 

1

𝑛0
∑ 𝑟𝑖(𝑟𝑖 − 1)

𝑛0
1  in 

both the above formulae for 𝑛. Here by 𝑛0 we mean an arbitrary size of an SRSWR 

taken to get the RR data as above to find 𝑟𝑖 and hence use 
1

𝑛0
∑ 𝑟𝑖(𝑟𝑖 − 1)

𝑛0
1 , 

∑ denoting 
𝑛0
1  sum over the 𝑛0 values of 𝑟𝑖(𝑟𝑖 − 1). For SRSWR and SRSWOR we 

use the same notation and in the above two formulae for 𝑛 for SRSWR and 𝑛 for 

SRSWOR. We simply replace 
∑ 𝑉𝑖

𝑁
𝑖=1

𝑁
 by 

1

𝑛0
∑ 𝑟𝑖(𝑟𝑖 − 1)

𝑛0
1  which is calculated 

respectively for an SRSWR of size 𝑛0 and SRSWOR of size 𝑛0, using the realized 

values of 𝑟𝑖 for them. 
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So, finally, 

𝑛 =
(

100
𝜃

)
2 ∑ 𝑟𝑖(𝑟𝑖 − 1)

𝑛0
1

𝑛0
+

𝑁 − 1
𝑁

(𝐶𝑉)2 

(100𝑓)2𝛼
        (𝑖) 

and 

𝑛 =
(

100
𝜃

)
2 ∑ 𝑟𝑖(𝑟𝑖 − 1)

𝑛0
1

𝑛0
+ (𝐶𝑉)2

(100𝑓)2𝛼 +
(𝐶𝑉)2

𝑁

                    (𝑖𝑖). 

 

Then we construct Table 4. 

 

Table 4 

Sample Size for URL by SRSWR and SRSWOR 

𝑵 𝒇 𝜶 𝜽 𝑪𝑽 𝒑𝟏 𝒑𝟐 𝒏𝟎 𝒏 by (i) 𝒏 by (ii) 

80 0.1 0.05 0.2 10 0.44 0.52 10 630019 504016 

60 0.1 0.05 0.2 10 0.44 0.52 8 969019 675015 

100 0.1 0.05 0.2 10 0.44 0.52 12 840019 583350 

50 0.1 0.05 0.2 10 0.44 0.52 6 700019 250014 

 

ii) Kuk’s (1990) RRT 

The interviewer approaches a sampled person 𝑖 with two boxes, one with a proportion 

𝜃1(0 < 𝜃1 < 1) of cards marked ‘Red’ and the rest ‘Non-red’ and the other with  

the same in proportion 𝜃2(0 < 𝜃2 < 1, 𝜃1 ≠ 𝜃2) ‘Red’ and the rest ‘Non-red’. The  

𝑖𝑡ℎ person is asked to draw 𝑘(> 1) cards by SRSWR from the 1st box if he/she bears 

the characteristics 𝐴 or from the 2nd box if he/she bears 𝐴𝑐 . The RR he/she is to give 

out is ′𝑓𝑖′, which is the number of ‘Red’ cards drawn. 
 

Then, 𝐸𝑅(𝑓𝑖) = 𝑘[𝑦𝑖𝜃1 + (1 − 𝑦𝑖)𝜃2] = 𝑘[𝜃2 + 𝑦𝑖(𝜃1 − 𝜃2)] and 
 

𝑉𝑅(𝑓𝑖) = 𝑘[𝑦𝑖𝜃1(1 − 𝜃1) + (1 − 𝑦𝑖)𝜃2(1 − 𝜃2)] = 𝑘[𝜃2(1 − 𝜃2) + 𝑦𝑖(𝜃1 − 𝜃2)]. 
 

Then, 𝑟𝑖(𝑘) =
𝑓𝑖
𝑘

−𝜃2

𝜃1−𝜃2
 has 𝐸𝑅(𝑟𝑖(𝑘)) = 𝑦𝑖  and 

 

𝑉𝑅(𝑟𝑖(𝑘)) = 𝑉𝑖(𝑘), say 

= 𝑏𝑖(𝑘)𝑦𝑖 + 𝑐𝑖(𝑘), writing 𝑏𝑖(𝑘) =
1−𝜃1−𝜃2

𝑘2(𝜃1−𝜃2)2 and 𝑐𝑖(𝑘) =
𝜃2(1−𝜃2)

𝑘2(𝜃1−𝜃2)2. 
 

If an SRSWR in 𝑛 draws is drawn producing such RR’s as 𝑟𝑖(𝑘), then  

�̅�(𝑘) =
1

𝑛
∑ 𝑟𝑖(𝑘)𝑛

𝑖=1  unbiasedly estimates 𝜃 = �̅� =
1

𝑁
∑ 𝑦𝑖

𝑁
𝑖=1  have the variance 

𝑉(�̅�(𝑘)) =
1

𝑛
[

𝜃(1−𝜃)

𝑁
+

∑ 𝑉𝑖(𝑘)𝑁
𝑖=1

𝑁
]. 

 

If, instead, an SRSWOR in 𝑛 draws is taken producing the RR’s as 𝑟𝑖(𝑘)’s, then  

�̅�(𝑘) =
1

𝑛
∑ 𝑟𝑖(𝑘)𝑛

𝑖=1  would unbiasedly estimate 𝜃 = �̅� with a variance as 𝑉(�̅�(𝑘)) =
𝑁−𝑛

𝑁𝑛
𝑆2 +

1

𝑛𝑁
∑ 𝑉𝑖(𝑘)𝑁

𝑖=1 . 
 

Then, applying (1.3), for SRSWR appropriate sample size is  
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𝑛 =
(

100
𝜃

)
2

(
∑ 𝑉𝑖(𝑘)𝑁

𝑖=1

𝑁
) + (

𝑁 − 1
𝑁

) (𝐶𝑉)2

(100𝑓)2𝛼
            … (𝑖𝑖𝑖) 

Similarly, for SRSWOR it is  
 

𝑛 =
(

100
𝜃

)
2

(
∑ 𝑉𝑖(𝑘)𝑁

𝑖=1

𝑁
) + (𝐶𝑉)2

(100𝑓)2𝛼 +
(𝐶𝑉)2

𝑁

               … (𝑖𝑣) 

 

A usable Table then is, taking 𝑘 = 3 

 

Table 5 

Sample-Size for Kuk by SRSWR and SRSWOR 

𝑵 𝒇 𝜶 𝜽 𝑪𝑽 𝒑𝟏 𝒑𝟐 𝒏𝟎 𝒏 by (iii) 𝒏 by (iv) 

80 0.1 0.05 0.2 10 0.44 0.52 10 665519 521127 

60 0.1 0.05 0.2 10 0.44 0.52 8 643569 505483 

100 0.1 0.05 0.2 10 0.44 0.52 12 636319 535124 

50 0.1 0.05 0.2 10 0.44 0.52 6 636359 450371 
 

In (iii) and (iv) also 
∑ 𝑉𝑖(𝑘)𝑁

𝑖=1

𝑁
 should be replaced by 

1

𝑛0
∑ 𝑉𝑖(𝑘)

𝑛0
1  just as in URL. 

 

iii) Forced Response RRT 

In applying this device the interviewer approaches a sampled person 𝑖 in  

𝑈 = (1, … , 𝑖 … , 𝑁) with a box of a large number of cards marked ‘Yes’, ‘No’ and 

‘Genuine’ in proportions 𝑝1 , 𝑝2 and (1 − 𝑝1 − 𝑝2) respectively  (0 < 𝑝1, 𝑝2 < 1, 
𝑝1 ≠ 𝑝2 and 1 − 𝑝1 − 𝑝2 > 0.  The sampled person 𝑖 is to give the RR  𝐼𝑖   as ‘Yes’, 

‘No’ or genuinely as 1 or 0 if his/her feature actually is stigmatizing or not. A ‘Yes’ 

or ‘No’ response is recorded respectively as 1 or 0. 
 

Then, 𝑟𝑖 =
𝐼𝑖−𝑝1

1−𝑝1−𝑝2
 has 𝐸𝑅(𝑟𝑖) = 𝑦𝑖  and 𝑉𝑅(𝑟𝑖) =

𝑝1(1−𝑝1)+𝑦𝑖(1−𝑝1−𝑝2)(𝑝2−𝑝1)

(1−𝑝1−𝑝2)2 = 𝑉𝑖  , 

say, which equals  
𝑝1(1−𝑝1)

(1−𝑝1−𝑝2)2 if 𝑦𝑖 = 0 and 
𝑝2(1−𝑝2)

(1−𝑝1−𝑝2)2 if 𝑦𝑖 = 1. 
 

If an SRSWR is taken in 𝑛 draws, then �̅� =
1

𝑛
∑ 𝑟𝑖

𝑛
𝑖=1  is unbiased for 𝜃 = �̅�. Also,  

𝑉(�̅�) =
1

𝑛
[

𝜃(1−𝜃)

𝑁
+

1

𝑁
∑ 𝑉𝑖

𝑁
𝑖=1 ] with 𝑉𝑖 as above. 

 

If, instead, an SRSWOR is taken and RR’s are derived as above, the same �̅� =
1

𝑛
∑ 𝑟𝑖

𝑛
𝑖=1  is an unbiased estimator for 𝜃 = �̅� =

1

𝑁
∑ 𝑦𝑖 .𝑁

𝑖=1  But its variance is 𝑉(�̅�) =
𝑁−𝑛

𝑁𝑛
𝑆2 +

1

𝑁𝑛
∑ 𝑉𝑖

𝑁
𝑖=1 =

𝑁−𝑛

𝑛(𝑁−1)
𝜃(1 − 𝜃) +

1

𝑁𝑛
∑ 𝑉𝑖

𝑁
𝑖=1 . 

 

Applying (1.3) appropriate 𝑛’s for SRSWR and SRSWOR respectively 
 

𝑛 =
(

100
𝜃

)
2

(
∑ 𝑉𝑖

𝑁
𝑖=1

𝑁
) + (

𝑁 − 1
𝑁

) (𝐶𝑉)2

(100𝑓)2𝛼
               … (𝑣) 
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𝑛 =
(

100
𝜃

)
2

(
∑ 𝑉𝑖

𝑁
𝑖=1

𝑁
) + (𝐶𝑉)2

(100𝑓)2𝛼 +
(𝐶𝑉)2

𝑁

                   … (𝑣𝑖) 

 

Here also as in the case of URL, the term 
∑ 𝑉𝑖

𝑁
𝑖=1

𝑁
 may be estimated by 

1

𝑛0
∑ 𝑣𝑖

𝑛0
1  taking 

𝑣𝑖 = 𝑝1(1 − 𝑝1) + 𝑟𝑖(1 − 𝑝1 − 𝑝2)(𝑝2 − 𝑝1) as an unbiased estimator for 𝑉𝑖 on 

taking an initial SRSWR and another SRSWOR of a sample size 𝑛0 and with RR’s 

found as above in that. 
 

Then (v) and (vi) may be replaced by (v’) and (vi’) respectively with 
∑ 𝑉𝑖

𝑁
𝑖=1

𝑁
 replaced 

by 
1

𝑛0
∑ 𝑣𝑖

𝑛0
1  therein. 

 

Table 6 

Sample size for Forced Response by SRSWR and SRSWOR 

𝑵 𝒇 𝜶 𝜽 𝑪𝑽 𝒑𝟏 𝒑𝟐 𝒏𝟎 𝒏 by (v) 𝒏 by (vi) 

80 0.1 0.05 0.2 10 0.44 0.52 10 7850020 6880016 

60 0.1 0.05 0.2 10 0.44 0.52 8 7850020 6121890 

100 0.1 0.05 0.2 10 0.44 0.52 12 9100020 6367933 

50 0.1 0.05 0.2 10 0.44 0.52 6 8266520 5904657 

 

3. CONCLUSION 
 

 Tables 4, 5 and 6 clearly reveal that sample sizes cannot be fixed in case of RR 

surveys by our approach utilizing Chebyshev’s theorem as we could ingeniously achieve 

good results in DR surveys by SRSWR and SRSWOR. In a separate ensuing paper we 

shall reveal analogous results with varying probability sampling as well. 
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