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ABSTRACT

In this paper, we propose two efficient classes of ratio-type estimators for estimating
the finite population mean (Y) under stratified median ranked set sampling (S;MRSS)
using the known auxiliary information. The biases and mean squared errors (MSES) of

the proposed classes of ratio-type estimators are derived upto first order of
approximation. The proposed estimators are compared with some competitor estimators.
It is demonstrated through simulation study that the proposed ratio-type estimators based
on S;MRSS are more efficient than the corresponding estimators in stratified ranked set

sampling (S;RSS) given by Mandowara and Mehta [13].
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1. INTRODUCTION

Ranked Set Sampling (RSS) technique was first introduced by Mclintyre [14] and
S;RSS was suggested by Samawi and Muttlak [16] to obtain more efficient estimator for

population mean. They also proposed an estimator of population ratio in RSS and showed
that it has less variance as compared to ratio estimator in simple random sampling (SRS).
Takahasi and Wakimoto [20] showed that the sample mean under RSS is an unbiased
estimator of the population mean and more precise than the sample mean estimator under
SRS. Using S;RSS, the performances of the combined and separate ratio estimates was
obtained by Samawi and Siam [17]. Mandowara and Mehta [13] have adopted the
Kadilar and Cingi [5] estimators in S;RSS and obtained more efficient ratio-type

estimators. Al-Saleh and Al-Kaddiri [2] have introduced the concept of double ranked set
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sampling (DRSS) and showed that DRSS estimator is more efficient than the usual
RSS estimator in estimating the finite population mean. As a modification of the RSS,
Muttlak [17] has suggested the median ranked set sampling (MRSS) method for

estimating the population mean. Jemain and Al-Omari [4] have suggested multistage
median ranked set sampling for estimating the population mean. Al-Omari [1] has
introduced modified ratio estimators in MRSS . Koyuncu [12] has proposed ratio and
exponential type estimators in MRSS. Khan and Shabbir [7,8] proposed classes of
Hartely-Ross type unbiased estimators in RSS and S,RSS. Khan et al. [11] proposed

unbiased ratio estimators of the finite population mean in S,RSS. Khan and Shabbir
[9,10] also proposed efficient classes of estimators in RSS .

In this paper, we use the idea of S;MRSS in estimating the finite population mean
and comparison is made with Mandowara and Mehta [13] estimators.
2. STRATIFIED RANKED SET SAMPLING

In S;RSS, for the h th stratum, first choose m, independent random samples each of
size m, (h=1,2,...,L). Ranked the observations in each sample and use RSS procedure
to get L independent ranked set samples each of size m,, to get m +m, +...+4m_=m
observations. This completes one cycle of S;RSS. The whole process is repeated r times
to get the desired sample size n=mr.

To obtain Bias and MSE of the estimators, we define:
V[StRSS] =Y (1+gp), i(stRSS) =X(1+g)

such that E(g;) =0, (i=0,1), and

W,
E( 0) ZL — { 2 Z| =1 yh[lmh]J

W2
E(et) = zhzlm—“r(cz X mh>]
h

Wy m
E(epgy) = Zh-l (pyxh th X _Zi:Myh[i:mh]th(i:mh)l
myr
where

T . T N
_ yh[l.mh] _ xh(l.mh) —
Wyh[i:mh] - Y— ' xh(i:mh) - X ' TXh(I mh) (Hxh(l mh) X )
and

Ty limy1 = (Myh ([imy] —Yh )
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Here C, =Y and C, =X Mlimy] _E[yh[i:mh]:| and py (im ) _E[Xh(i:mh):|'
Y and X are the population means; Y, and X, are the population means of the ht"

stratum of the variables Y and X respectively; Pyx, is the population correlation
coefficient between their respective subscripts in the h™ stratum.

Using S,RSS, the combined ratio estimator of population mean (Y) given by
Samawi and Siam [17], is defined as

_ _ X
yR(StRSS)l = y[StRSS] (7(5 o) J (@)
t

where i pes = > =W, Vigrss @nd X(s,Rss) = > 5= X rss) @re the unbiased estimators

- va va H N H 1
of population means Y and X respectively; W, = Wh is the known stratum weight, N,,

is the h™ stratum size, N is the total population size and L is the total number of strata
(h=1,2,..,L).

Following Sisodia and Dwivedi [19], Mandowara and Mehta (2014) have suggested a
modified ratio-type estimator for population mean (Y) using S;RSS, when population

coefficient of variation of the auxiliary variable for the h™ stratum (th ) is known as

_ - h=1
YR(siResy2 = YisRss1 L ' @
T

Following Kadilar and Cingi [6], Mandowara and Mehta (2014) have proposed
another ratio-type estimator for Y using stratified ranked set sampling as follows:

élwh (ih + l32(xh) ) -

YR(s,Rss)3 = Yis,Rss] T :
hngh (Xh(RSS) + BZ(xh))

Based on Upadhyaya and Singh [21], Mandowara and Mehta [13] have proposed two
more ratio-type estimators, using both coefficient of variation and coefficient of kurtosis
of the auxiliary variable in S;RSS, are given by
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L _

2 W (XhBZ(xh) +Cy, )
_ = h=1
YR(s;Rss)4 = Y[s,Rss] T

, 4)
2 W (Yh(RSS)BZ(xh) +th )
h=1
and
L _
2 W, (Xthh +[32(xh))
- _ o h=1
YR(s,Rss)s = Ys,Rss]1 T (5)

W, (Yh(RSS)th +B2(xh))
h=1

The Biases of V(s rssyir Yrsrss)2r YR(s,Rss)ar YRes,rssy aNd Yres rssys» Upto the
first order of approximation are respectively, given by

L W2
hzlm_hr(kicfh _}"ppyxhcxhcyh)
. —| =11l
Blas(yR(stRSS)p)EY L w2 m m, , (6)
h 2 2
_hglm_ﬁl’[}\’p E\Nxh (imy) _}"p E\Nxh(i:mh)wyh[i:mh]]
where p=12,...,5.
L 7 L v
W, X _W. X
and &, =1, A, = : Zh—l_h h Jhg = - Zh—l_h h
2n=Wy (Xh +th ) 2h=Wy (Xh +l32(xh))
thlvvhihBZ(xh) Zrliﬂwh)zhcxh
and Ag =

thlvvh ()ZhBZ(xh) +th ) Zrl?:lwh (thxh +B2(xh))

»

The MSE s 0Of Yr(srssjir YresRssizr YR(sRss)sr YR(s,Rssy @Nd Yres rss)s» Upto the
first order of approximation are respectively, given by

iwhz (02 +22C2 —2n p.. C, C )
MSE (¥, _ o pR U PP o
(yR(StRSS)p)Z . th m,

2
=1 mar i:Zl(Wyh[iimh] - 7‘prh(i:mh) )

Y]

where p=,2,...,5.

3. MEDIAN RANKED SET SAMPLING ( MRSS)

In MRSS procedure, select m random samples each of size m from the population
and rank the units within each sample with respect to a variable of interest. If the sample
size m is odd, from each sample select for measurement the ((m+1)/2) th smallest rank

(i.e. the median of the sample). If the sample size is even, select for measurement from
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the first m/2 samples the (m/2)th smallest rank and from the second m/2 samples
the ((m+2)/2)th smallest rank. The cycle is repeated r times to get mr units. These
mr units form the MRSS data.

4. STRATIFIED MEDIAN RANKED SET SAMPLING

Ibrahim et al. [3] suggested stratified median ranked set sampling for estimating the
population mean. To estimate the finite population mean (Y) using S;MRSS, the
procedure can be summarized as follows:

Step 1:

Step 2:
Step 3:

Select m? bivariate sample units randomly from the h"™ stratum of

population.
Arrange these selected units randomly into m,, sets, each of size m,, .

The procedure of MRSS is then applied, to obtain L independent MRSS

samples each of size m,, to get m, +m, +...+m_ =m observations. Here

ranking is done with respect to the auxiliary variable X .

Step 4: Repeat the above steps r times to get the desired sample size n=mr.

We use the following notations for the S;MRSS when ranking is done

with respect to the auxiliary variable X . For odd and even sample sizes the
units measured using S;MRSS are denoted by S;MRSSO and S;MRSSE,

respectively. For the ™ cycle and the h" stratum, the S{MRSSO is

denOtedby Ym+l ’X m, +1 ’Y my, +1 ’X m, +1 ""'Y m, +1 ’X m, +1 ’
SIS E NI RS TR R S ey

2 2 2 2

. _ 1 m
(J =l,2,...,l’) and h :1,2,,L. Let yh[MRSSO] :m_zlqu|:mh+l:‘ a.nd
h I —

2

- 1 .

xh(MRSSO):m_zi"lhlx_[mh+1J be the sample means of Y and X in h"

h i
2

stratum respectively. For the

2R ) )

X varmany || Y X
U ()

even sample size, SiMRSSE is denoted by

Ymh+2(mh+2} E

th+2(mh+2 L
2 | 2 !

Ymh+4(mh+2 E
2 | 2

2 | 2
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Let
_ 1 i m
Yh[MRSSE] = Zi:zlY_ m, +2 hthrzY_ my, +2
SRR
1 Th m

and  Xyvrsse) = m—h Zizzlxi[mhl +Zi:hmh+zxi[mh+21
2 2 2
be the sample means in the h™ stratum.
To find Bias and MSE , we define:
V[StMRSSk] -Y Y(StMRSSk) -X

e e — and e
o) 7 €10 ~

such that E(&;,) =0, (i=0,1), where k = (O,E) denote the sample size odd and even

respectively. If sample size is odd, we can write:
2

S m_+1 c mh+l

wi| %) we| %)

E(g2 =L Y L CE(£2,,)= 3L o . ,
(§0(0) ) | V2 (él(o) ) el X2

) my, +1

w2 yx“[ 2 ]

E = L_ L ’
(50(0)51(0) ) | XY

If sample size is even, we can write:

o My +o mh+2
we | n[3] ol
E ‘:SE :Zhﬂ " = ,
( ()) 2myr Y2
2 2
o My +c mh+2
W2 Xh[?j ("3
E(&lz(E)):th - = )
2myr Xg

[e) mh +O mh+2

w2 yxh[*zj VXh[ 2 ]
E =yL _
(E.:O(E)gl(E)) Zh_lzmhr XY,
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5. FIRST PROPOSED CLASS OF ESTIMATORS

We propose the following class of estimators in S;MRSS , given by

L _
thWh (ahxh +bh)
YR(s;MRssk)p = Yis,MRssk] T - , €)]
2 W (ahxh(MRSS) +hy, )

where a, and b, are known population parameters, which can be coefficient of
variation, coefficient of skewness, coefficient of kurtosis and coefficient of quartiles of
the auxiliary variable. Also, k=(O,E) denote the sample size odd and even

respectively. In terms of &'s, we have
yR(StMRSSk) =Y (L+E)(L+rE)

Zh:lwh )Zhah

where A = 3 — ;
2h=tVh (ahXh +bh)

(VR(SIMRSSK) -Y) = V(&o —AE; +AZET —NEGE + ) 9)

Taking expectations, we get biases of VR(StMRSSk)p , for odd and even sample sizes are

respectively, given by

o mh+l o mh+1
- SLw? Xh[ 2 J yhxh[ 2 ]
Blas(y(StMRsso)p);Yglm_:r 22 2 x| (10)
= h
_ , , B}
c My +o my, +2
o[ 2] o[
}\‘2
X2
h
. ~Low?
Blas(y(StMRSSE)p);Yhz_:l T (11)
=12my O (O (m a2
W3] )
-\ —
XnYh

Squaring Equation (9) and then taking expectation, the MSEs of VR(SIMRSSk)p, for

odd and even sample sizes are respectively, given by



482 Efficient Classes of Ratio-Type Estimators of Population Mean...

2
c My +1 o M +1 o M +1
L w2| Yh *h Y*q
- & W, 2 ), 22 2 . 2

MSE(y );Y . . 2/
(S;MRSSO)p Emr Yhz S ﬁ XV,
(12)
- , -
o my, +o mh+2
7] e
V2
= ool W
MSE(yR(StMRSSE)p):Y e ) )
h=1 £l GX my +GX m 12
o M2 hl 2
+A =
Xp

Note:
i) If a, =1 and b, =0, then from Equation (8), we get
_ o X
YR(s,MRssk)1 = Vs, Mrssk] | = | (14)
X(s,MRSSK)

The biases for odd and even sample sizes are respectively, given by

o mh+l mh+1
B T s =7 5 o ] el (15)
ias = — - _— ,
y(StMRSSO)l Zmr Xﬁ Y, X,
2 2
c My +o mh+2 c My +C mh+2
Bias( y =75 we || a2 ]| | ol 3 s
Y(StMRSSE)l = & omr )Zﬁ XhY_h
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The MSEs of yR(StMRSSk)l for odd and even sample sizes are respectively, given by

G my, +1 G mh+1 G mh+1
e (] (Y
MSE(V )gvzz—h 22 ) o, L2 gy
(8{MRssO)1 =Y; V2 X2 XY
2 2 2 2
o my, +c mh+2 G My +c mh+2
2 Yhl - Ya| 75— *h Ty
8 e 75 SSRGS
R(StMRSSE)l = h=l2mhr Y—hz )Zﬁ

ey o) T

ii) If a, =1 and b, =C,,, then from Equation (8), we get

L —
W, (Xh + th )
YR(s,MRssk)2 = Y5, MRssk] T ! - , (19)
hleh (Xh(MRSS) +th)

where C,, is the population coefficient of variation of the auxiliary variable for the hth
stratum.

The biases of VR(SIMRSSK)Z for odd and even sample sizes are respectively, given by

c mh+1 G mh+1
s h2 2 Xh[ 2 ] yhXh( 2 ] (20)
Bias(‘ );Y Dhjp2 2 ), L2/
y(StMRSSO)Z hZ=:1 M 1 X 5 1 VX,
2 2

o {mh]+c my, +2 o my, +o my, +2
oz | T || el s

Bias(‘ );Y h |32 - —r —

y(StMRSSE)Z hZ=:1 om,r 1 Xﬁ 1 XY,

(21)
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The MSEs of yR(StMRSSk)Z for odd and even sample sizes are respectively, given by
(¢}
th[mh;l]

h=1 mh r Yh2 xﬁ . Xth

o [mh+1]
2| vy
) L Wh 2

2
G [mh +1

X

h
MSE(V(S,[MRSSO)Z) =Y 2

2

2 2 2

c [mh]+6 my, +2

L, Low2 || hz yh{T]
MSE(_ );Y2 h _ A _
yR(StMRSSE)Z hZ::l 2m,r Yh2 1 X2

° My to my, +2
pwe| (3] ]

iii) If a, =1 and b, = BZ(xh) , then from Equation (8), we get

L _
E‘lwh (Xh +l32(xh))
YR(s,MRssk)3 = Y[s,MRssk] T~ ;

(24)
Elvvh (Xh(MRSS) +Bagx,) )

where B, is the population coefficient of kurtosis of the auxiliary variable for the ht"
stratum. The Biases of VR(StMRSSk)g, for odd and even sample sizes are respectively,

given by
2
c m, +1 c m, +1
- LWL Xh[ 2 J yhxh[ 2 j
Blas(y(StMRSSOB)EYthm Ao <2 ) 7% ; (25)
=1 My h hXn

2 2

s Mh +o My +2 c Mh +o mh+2
2 X | —+ X yXp | —— YX|
LW, hl 2 hl 2 hi 2 hl "2
h }\‘22 _7\‘2

Bias(y ) =YY -
(SIMRSSE)3 h=1 thl’ Xh Xth
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The MSEs of VR(stMRSSk)s for odd and even sample sizes are respectively, given by

o (mh+1]
2| v
) L Wh 2

MSE(V );Y LIV . |,
(S{MRSS0)3 Zmr Yh2 2 X ﬁ 2 XV,
(27)
GZ m +02 m,_+2 62 m +62 m, +2
g || 3] L] el A
MSE(_ );\7 2y _ 2,2 _
yR(StMRSSE)3 hZ::l 2myr Yhz 2 Xﬁ

o My +o mh+2
v 2 S th th[ ZJ th[ 2 ]
A2y __ . (28)

iv) If a, = BZ(xh) and by, = th then from Equation (8), we get

L _
2 Wy (XhBZ(xh) +Cy )

- _ h=1

YR(s,MRssk)a = Y[s,MRssk] T ,

(29)
2 W (Yh(MRSS)Bz(xh) +th )
h=1

where BZ(Xh) and C,, are the population coefficient of kurtosis and coefficient of
variation of the auxiliary variable for the h'™ stratum respectively.
The Biases of VR(StMRssk)4, upto first order of approximation, for odd and even

sample sizes are respectively, given by

c mh+l S mh+1
_L th ) *n| 7 ] yhxh[ 2 ] (30)
Bias(y );YZ— 22 N2
(S;MRSSO)4 Zmr 3 X ﬁ 3 Vi X
2 2
c m +o my, +2 S m +o m, +2
(- o | ] s el st
Blas(y(stMRSSE)4) EYthth - x32 = —A3 XV
= h h h'h
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The MSEs of VR(StMRSSk)4, upto first order of approximation, for odd and even
sample sizes are respectively, given by

) Gy [mh+1] Gx [mh-#lj ny (mm—l)
_ — LW hi 2 hi 2 hl 2
MSE (y(StMRSSO)A) =Y?2y = +hg -2\

heamr| Y2 X2 SUOXY,
(32)
2 2 2 2
c m +c m, +2 c m +o my, +2
RS EGIEES
MSE(V );Y ) _ A _
R(S;MRSSE)4 &omr 7 3 X2

o My +o M +2
X,
th YXn 2 YXn 2

_, L
Y2y — . 33
8 h=1 mhl’ Xth ( )
v) If g, = th and by, = Bz(xh) then from Equation (8), we get

L —
2 W (thxh +l32(xh))

~ - h=1

YR(s,MRssk)5 = Y[s,MRSSk] [ (34)

Elvvh (Yh(MRSS)th )+ Pagx,)

The Biases of VR(StMRssk)s, upto first order of approximation, for odd and even
sample sizes are respectively, given by

2
o mh+1 ) mh+1
o L w2 ) Xh[ 2 ] thh[ 2 ]
= h
2 2
o m, +0c My, +2 o) m +o my, +2
n o | [l Y| ) A
Blas(y(StMRSSE)S)EYhZ:lZm r Ay %2 M XY,
=12M, h h'h
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The MSEs of VR(StMRSSk)S, upto first order of approximation, for odd and even

sample sizes are respectively, given by
2 2

e Gyh[mhz+1] GXh[mh;l] Gth[mh;lj
MSE (y(s,[MRSSO)S) =Y? Elm_:f V2 g’ X2 — 2y XpYn |
@7
; csj [mh]-Hji [mhﬂ] ('5)2( [%]+GX [mh+2]
MSE(VR(StMRSSEﬁ);Y_zélzvr:/,]hhr h| 2 - h| 2 12 h| 2 - h| 2

o My +o M +2
s & W2 yxh[TJ yxh( 2 ]
A2y __ . (39)

6. SECOND PROPOSED CLASS OF ESTIMATORS

Following Al-Omari [1], we proposed an other class of ratio-type estimators in
S;MRSS , given by

L _ L _
B B hZ_:l\Nh(Xh"'qlh) hZ_:l\Nh(xh"'qSh)
YisMrssk)G = YisMrssk] | O — +(l-0)—— - ,
hleh (Xh(MRSS) + Q1h) hleh (Xh(MRSS) +0sn )
39)

where o is scalar quantity and o, and gy, are the first and third quartiles of auxiliary
variable in the h™" stratum respectively.

In terms of &'s, we have

Yis,MrssiG = Y (1+& ) (1+mu&, )71 (14,8, )71 ,

or
_ 7oy & _{ﬂz +03(ﬂ1_n2)}§1
Y(s,Mrssk)c — Y = '
t +{n3 +onf —n)} & —{n; + ol —y)} Eoks
where n = thlwh >zh — Zh:]vvh )zh

Zh:yvh(xh +Q1h) e Zh:JWh()zh +Q3h) '
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The Biases of V(StMRSSk)G , upto first order of approximation, for odd and even sample

sizes are respectively, given by

2

G mh+1

_ L w2 Xh[ 2 ]

g oo 25
Y(s,MRs50)G N2 (Th T]z) hglmhr X?

o mh+1
x| ™t
L w2 | hh(

Y, +o(n -t S == (40)
{ 2 ( 1 2)}h:1mhr thh
and
2 2
c Mh +0 mh+2
= 7. 2 2 2\ < th Xh[Tj Xh[ 2 ]
i sy ¥ 1 ol 18 | L
= h h
G M +c mh+2
i Cwg | 3]s
_Y +® — h — . 41
{nz (711 nZ)}Elzmhr XY, (41)

The MSEs of V(StMRSSk)G, upto first order of approximation, for odd and even

sample sizes are respectively, given by

2 2

o mh+l G mh+l
_. L W2 yh[ 2 j 2 Xh[ 2 ]
MSE(y );YZZ—“ 2, k(- )V —
(S,MRSSO)G Zmr V2 {n2 LMo} X2

, ny [mh+1]
— LW, hl 2
—2Y2 n +(D(T] -N ) E —h —_— |, 42

{ 2 1 2 }h:]_mhr Xth ( )

and
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2 2
c My +0 my, +2
W3 o)
Y—hz
= ook W
MSE(Y(StMRSSE)G)ZY Z_:m ) )
h=1<Th S (m +to My, +2
B
+{‘12 +o(n, _ﬂz)} =
Xy
o M +c mh+2
: cwe| 3 Y]
—Yz{n2+<0(m—nz)} Z_h == - (43)

h=1 mh r X th

The optimum value of  is given by

L W2 Oy
_ h Y
Oopt = X

Py, x
h=1 Myl Gy h’h

i) For =1 in Equation (39), we get
L —
Z_:Wh (Xh + Ghn )

Yis,MRrssk)s = Yis,MRssk] T = : (44)
thWh (Xh(MRSS) + %h)

The Biases of V(SIMRSSK)G, upto first order of approximation, for odd and even sample

sizes are respectively, given by

S mh+l S mh+l
P S th 2 Xh[ 2 ] yhxh[ 2 ]
Blas(y(StMRSSO)G)Ethm ™ 2 T (45)
=1 My h hAh
and
2 2
cX m +GX my 2 GX m +csX my 2
(o —Lowz2 |, Thl h "2 Yn| 2 Y| 72
Blas(y(StMRSSE)S);Yth omr Ny X2 - A7
=12My h hYh

(46)
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The MSEs of V(StMRSSk)e , upto first order of approximation, for odd and even sample

sizes are respectively, given by

2
G mh+1 mh+1
O IS I
i) =77 5 0| M2 M il
(S{MRSS0)6 Zmer Yh 111 X 0 Y X,
(47)
2 2 2 2
S m +o m,+2 S (m +o m.+2
Cwe || ) || ) )
MSE(VSMRSSE6)§_ W : = : +T]12 ’ = ’
(S(MRSSE) =1 2myr V.2 X2
S m +0 mh+2
Lewz| 2] o)
Y2y — (48)

ii) For @ =0 in Equation (39), we get

L _
2 Wy ( Xp +0zn )
Yis,Mrssk)7 = Ys,MRssk] T = : (49)
hZ_:l\Nh (Yh(MRSS) +03p )

The Biases of V(StMRSSk)7 , upto first order of approximation, for odd and even sample

sizes are respectively, given by

Gx mh+1 Yo mh+1
- LW2| , ™ 2 ] hh| 2
BlaS(Y(stMRSSOW)Ethm nz 2 B ) (50)
=11h h h h
and
02 M +02 mh+2 S m +o mh+2
o, o | (3] A ] el
B'aS(Y(stMRSSEﬂ)EY 21 omr up X2 -y R
h=1 £Mp h hYh
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The MSEs of V(StMRSg(ﬁ , upto first order of approximation, for odd and even sample

sizes are respectively, given by

2 2
S m, +1 S m, +1 S m, +1
cwg| o)) el
MSE(‘ );\72 M| L 2
y(StMRSSO)7 hZ::1 M, Yh2

MSE(V(StMRSSE)7);Y_2 2 — M >3

Table 1
PREs of First Class of Estimators When Sample Size is Odd

L=3, py =234, 1, =6,4,6), o, =(1,1,1), o, =(1,1,2),
W, =(:30,.30,.40), m, = (5,5,5), and r =3.

P PRE(1) | PRE(2) | PRE(3) | PRE(4) | PRE()
0.95, 0.95, 0.95 178.90 178.98 179.32 178.37 179.29
0.90, 0.90, 0.90 149.87 150.06 150.78 149.70 151.40
0.70, 0.70, 0.70 116.15 116.24 116.75 116.72 116.91
0.50, 0.50,0.50 110.28 110.34 110.53 110.07 111.06
-0.95,-0.95, -0.95 135.29 135.17 134.66 135.61 134.24
-0.90,-0.90, -0.90 115.90 115.95 116.15 116.08 116.42
-0.70,-0.70, -0.70 110.55 110.53 110.42 110.41 110.83
-0.50,-0.50, -0.50 105.98 105.85 105.37 105.90 105.02
0.95, 0.90, 0.70 157.16 157.38 158.41 156.52 158.44
0.90, 0.70, 0.50 115.45 115.78 117.29 116.38 118.09
0.70, 0.50, 0.30 107.39 107.33 107.13 107.42 107.48
-0.99,-0.90, -0.70 126.53 126.42 125.95 126.60 125.65
-0.90, -0.70, -0.50 111.46 111.2 110.55 111.44 110.20
-0.70,-0.50, -0.30 103.02 102.88 102.87 102.77 102.30
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Table 2
PREs of First Class of Estimators When Sample Size is Even

L=3, 1y =23,4), pnyy, = (3.4.6), oy, = (LL1), 5, = (LLD),
W, =(.30,.30,.40), m, = (4,4,4), and r =3.

Pyxh PRE(1) | PRE(2) | PRE(3) | PRE(4) | PRE(5)
0.95, 0.95, 0.95 179.06 179.37 180.83 177.40 181.48
0.90, 0.90, 0.90 139.92 140.12 141.07 140.09 141.62
0.70,0.70, 0.70 108.37 108.56 109.57 108.75 110.84
0.50, 0.50,0.50 102.72 102.88 103.67 102.41 104.16
-0.95,-0.95, -0.95 145.13 143.32 144.93 142.91 145.58
-0.90,-0.90, -0.90 120.09 120.11 120.17 120.36 120.56
-0.70,-0.70, -0.70 115.35 115.43 115.76 115.33 115.96
-0.50,-0.50, -0.50 105.64 105.71 106.02 105.81 106.35
0.95, 0.90, 0.70 158.86 158.98 159.56 158.80 160.22
0.90, 0.70, 0.50 123.68 123.72 123.93 123.53 124.05
0.70, 0.50, 0.30 102.62 102.69 103.56 103.01 103.65
-0.99,-0.90, -0.70 118.40 118.75 120.16 118.82 121.75
-0.90, -0.70, -0.50 110.06 110.17 110.60 110.19 110.90
-0.70,-0.50, -0.30 101.10 101.07 101.02 101.17 101.18

Table 3
PREs of Second Class of Estimators When Sample Size is Odd

L= 3, Hyh = (2,3,4), “yh = (3,4, 6), Gyh = (l,l,l), Oyn = (1,1,1),
W, = (.30,.30,.40), m, = (5,5,5), and r =5.

Pyxh PRE(6) PRE(7) PRE(G)
0.95,0.95, 0.95 150.69 150.88 171.24
0.90, 0.90, 0.90 116.67 116.83 134.11
0.70, 0.70, 0.70 110.54 110.62 124.56
0.50, 0.50,0.50 104.19 104.26 121.20

-0.95,-0.95, -0.95 134.62 134.73 151.01
-0.90,-0.90, -0.90 116.13 116.19 133.77
-0.70,-0.70, -0.70 110.38 110.41 123.31
-0.50,-0.50, -0.50 105.30 105.44 117.66
0.95, 0.90, 0.70 158.30 158.60 176.08
0.90, 0.70, 0.50 117.09 117.66 134.42
0.70, 0.50, 0.30 107.09 107.14 122.91
-0.99,-0.90, -0.70 125.83 125.98 143.07
-0.90,-0.70, -0.50 110.37 110.66 129.33
-0.70,-0.50, -0.30 102.26 102.48 114.26
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Table 4

PREs of Second Class of Estimators When Sample Size is Even

493

L=3 uy =(23,4), nyy =@,4,6), oy, =(L,11), o, = (L1,2),
W, =(.30,.30,.40), m, = (4,4,4), and r =5.

Pyxh PRE(6) PRE(7) PRE(G)
0.95, 0.95, 0.95 181.51 181.63 201.27
0.90, 0.90, 0.90 141.69 141.74 166.30
0.70, 0.70, 0.70 110.88 110.92 134.01
0.50, 0.50,0.50 104.19 104.26 121.20
-0.95,-0.95, -0.95 145.61 145.69 169.87
-0.90,-0.90, -0.90 120.64 120.77 141.00
-0.70,-0.70, -0.70 115.98 116.04 137.83
-0.50,-0.50, -0.50 106.41 106.52 119.52
0.95,0.90, 0.70 160.27 160.33 183.09
0.90, 0.70, 0.50 124.11 124.18 143.11
0.70, 0.50, 0.30 103.69 103.76 118.70
-0.99,-0.90, -0.70 121.78 121.83 139.61
-0.90,-0.70, -0.50 110.94 110.97 132.38
-0.70,-0.50, -0.30 101.18 101.23 116.26

7. SIMULATION STUDY

To compare the performances of the proposed classes of estimators, a simulation
study is conducted where ranking is performed on the auxiliary variable X . Bivariate
random observations (X, Vi) » 1=1,2,...my;and h=1,2,...,L are generated from a

bivariate normal population having parameters (“xh!uyh 1Oy 1Oy Pyx ) Using 20,000

simulations, estimates of MSEs for ratio-type estimators are computed under S;RSS and
S;MRSS . Estimators are compared in terms of Percent Relative Efficiencies (PRES) .
We used the following expressions to obtain the PREs :

PRE(p) =

PRE(s) =

MSE (s ess00

MSE ( Vacsywrssos |

MSE (Tigs s

MSE (V(stMRSSk)s)

%100,k = (O,E),s=(6,7,G)

%100,k = (O,E), p = (1,2...5)
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The PREs of proposed classes of estimators using S;MRSS in comparison with
different stratified ranked set estimators for odd and even sample sizes are shown in
Tables 1, 2, 3 and 4 respectively.

The simulation results showed that with decrease of the correlation coefficients

Py, PREs decreases which are expected results. The numerical values given in the

first eight rows are obtained by assuming equal correlations across the strata whereas the
last six rows assume unequal correlations across the strata. It is much easy to conclude
from the results given in Tables 1 to 4 that our proposed estimators perform much better
than their competitors.

8. NUMERICAL ILLUSTRATION
To observe performances of the estimators, we used the following real data set.
Population [Source: Singh [18]]

The study variable y and the auxiliary variable x are defined below.
y : The Tobacco production in metric tons,

x: The area for Tobacco in specified countries during 1998 .

Table 5
Summary Statistics
Stratum 1 Stratum 2 Stratum 3
N, =12 N, =30 N, =17
m =3 m, =5 m; =3
m=9 n, =15 ng=9
W, =0.0234 W, =0.5085 W, =0.02881
X, =5987.83 X, =11682.73 X4 = 68662.29
Y, =11788 Y, =16862.27 Y, = 22737153
R, =1.97 R, =1.44 Ry =3.31

sfl =27842810.5

sfz = 760238523

533 =12187889050

S, =1538545883

S;, = 2049296004

853 = 372428238550

Syl’& =62846173.1

S

yox, —1190767859
2%2

Sy3x3 = 27342963562

CX1 =0.8812

Cc , = 2.3601

X.

C, =1.6079
3

Bagay =14.6079

Bog) =10.7527

Baxa) =8.935

Pya = 0.9602

Py = 0.9540

Py = 0.4058
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From above population, we draw median ranked set samples of odd and even sample

sizes from stratum 1%, 2" and 3™ respectively. Further each median ranked set sample
from each stratum is repeated with number of cycles r. Hence sample sizes of stratified
median ranked set samples equivalent to stratified ranked set sample of sizes n, =m,r.
The estimated PREs based upon MSEs values of various stratified median ranked set
estimators in comparison with different stratified ranked set estimators are shown in
Table 6. It showed that our proposed ratio-type estimators under S,MRSS are more

efficient than their competitors in S,RSS .

Table 6
PREs of Different Estimators using Real Data Set

Sas?gg'e PRE(1) | PRE(2) | PRE(3) | PRE(4) | PRE(5) | PRE(6) | PRE(7) | PRE(G)

Odd | 168.09 | 168.19 | 169.43 | 168.67 | 169.19 | 169.38 | 169.43 | 186.30

Even | 169.10 | 169.57 | 170.73 | 167.14 | 171.66 | 171.53 | 171.07 | 191.12

9. CONCLUSION

In this study, we proposed two different classes of ratio-type estimators in
S;MRSS to estimate the finite population mean by adopting the Mandowara and Mehta
[13] and Al-Omari [1] estimators. The Biases and MSEs of these proposed estimators
are derived up to first order of approximation. Both simulation and empirical studies are
conducted to observe the performances of estimators. On the basis of simulation study
and numerical illustration, our proposed ratio-type estimators under S;MRSS performed

better as compared to respective competitive estimators in S;RSS. Also, among all
estimators V(StMRSSk)G is more efficient.
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